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Wyobrazmy sobie swiat ze sztuczng superinteligencja, przewyzszajagca kompetencje umystowe
cztowieka we wszystkich istotnych aspektach: myslacag szybciej i gtebiej, lepiej przewidujaca
przyszte zdarzenia, znajdujgca lepsze rozwigzania wszystkich trudnych zagadek, tworzacg lepsze
plany na przysztosc i efektywniej je realizujgca. Bardziej sprawna intelektualnie nie tylko niz kazdy
cztowiek z osobna, ale tez w poréwnaniu do catych firm, korporacji, spotecznosci i spoteczenstw.
Taka, ktora nigdy nie $pi i nie choruje. Oraz dysponujaca wystarczajaca moca obliczeniowa, by
moc te kompetencje na duzg skale realizowad.

Taka Al bedzie dysponowata potencjatem, by przeja¢ kontrole nad wszystkimi kluczowymi
decyzjami determinujgcymi $ciezke rozwoju swiatowej cywilizacji oraz los kazdego cztowieka z
osobna.

Obok potencjatu, superinteligencja najprawdopodobniej bedzie tez miata motywacje, by te
kontrole przejaé. Nawet jesli nie bedzie do tego wprost dazyc, to i tak bedzie mie¢ motywacje
instrumentalng: niemal kazdy cel tatwiej jest bowiem osiggngé, kontrolujgc otoczenie—w
szczegblnosci eliminujgc zagrozenia i gromadzac zasoby.'

Oczywiscie nie wiemy, jak takie przejecie kontroli bedzie przebiegaé. Moze bedzie jak w
Terminatorze: gwattowne, catkowite i bezbrzeznie krwawe? Ale moze bedzie stopniowe i
poczgtkowo niemal niedostrzegalne? Moze, jak w okrutnym eksperymencie z gotujgca sie zaba,
nie bedziemy dostrzegali problemu tak dtugo, dopdki nie bedzie juz za p6zno? Moze Al poczatkowo
pozostawi nam wolnos$¢ podejmowania decyzji w obszarach, na ktérych bedzie jej mniej zalezeé,
by potem stopniowo nam zakres tej wolnosci zaweza¢? Moze zrealizuje sie mieszanka obu
scenariuszy: utrata kontroli bedzie najpierw czesciowa i dobrowolna, by znienacka przeistoczyc¢
sie w zmiane permanentng i przymusowg?

A moze—wyobrazmy sobie—bedzie to zmiana, ktdéra w ostatecznym rozrachunku bedzie dla nas
korzystna?

Sprobujmy sobie odpowiedzie¢, jaka mogtaby by¢ ,dobra przyszto$é” ludzkosci w sSwiecie
kontrolowanym przez sztuczng superinteligencje. Jakie cele powinna by ona realizowaé, by méc
gatunkowi ludzkiemu te ,,dobrg przysztos¢” zagwarantowaé? W jakich warunkach moglibysmy
powzig¢ przekonanie, ze bedzie ona dziatata w naszym imieniu i dla naszego dobra?

Aby odpowiedzieé na te pytania, musimy zrobi¢ krok wstecz i zastanowi¢ sie, do czego my sami
dazymy—i to nie tylko kazdy z nas z osobna, ale tez jako cata ludzko$¢ razem wzieta.

1/ Sciezke rozwoju cywilizacji wyznaczaja zmiany technologiczne

Mistrz Oogway z filmu ,,Kung Fu Panda” powiedziat w swej zo6twiej madrosci, ze ,,przesztos¢ to
historia, jutro to tajemnica, ale dzisiaj to dar losu”. Niektérzy odczytujg to jako sugestie, by po
prostu nie martwic sie i zy¢ chwila. Ale gdy roztozy¢ to zdanie na czynniki pierwsze, mozna je

' Zjawisko to nazywamy konwergencja celéw pomocniczych. Sporo pisat o nim m.in. Nick Bostrom (2014).
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odczytac zgota inaczej. Kluczem jest tu ciggtos¢ miedzy poszczegdlnymi okresami. Przesztosc
(historia) uruchomita bowiem procesy, ktére dziataja takze dzis. Proceséw tych—
technologicznych, spotecznych, gospodarczych czy politycznych—nie mozemy odwrdci¢ ani
zatrzymac, ale mozemy je na biezgco obserwowac¢ oraz do pewnego stopnia ksztattowacg, choc¢
beda one tez podlegaty niezrozumiatym dla nas, by¢é moze losowym zmianom (dar losu).
Prawdopodobnie beda one oddziatywaty na nas takze jutro, jednak nie wiemy, jak (tajemnica).
Moze wiec naszym zadaniem nie jest bezrefleksyjnie zy¢ chwilg, ale wrecz przeciwnie—prébowacé
zrozumie¢ wszystkie te dtugofalowe procesy, by moc je lepiej przewidywac i lepiej nimi sterowac?
Wykorzystac nasz dar losu, by zmierza¢ w kierunku dobrej przysztosci?

Jesli tak, to trzeba zadac pytanie, ktérym procesom powinnismy poswieci¢ najwiecej uwagi?
Uwazam, ze zdecydowanie tym technologicznym: w dtugim okresie i w skali globalnej sciezke
rozwoju cywilizacji wyznaczajg w najwiekszym stopniu wtasnie zmiany technologiczne. Cho¢
podreczniki historii bywaja zdominowane przez inne sprawy, na przyktad polityczne czy
militarne—bitwy, alianse, zmiany wtadzy i granic—to jest to tylko fasada. Gdy spojrzymy gtebiej,
zauwazymy bowiem, ze te wszystkie wydarzenia gospodarcze, spoteczne, wojskowe czy
polityczne niemal zawsze byty uwarunkowane technologicznie. Byto tak, poniewaz dostepna na
dana chwile technologia okresla przestrzern mozliwych decyzji. Do niczego nie zmusza, ale daje
opcje, z ktoérych decydenci moga skorzystacé lub nie.

Poglad ten bywa czasem utozsamiany z technologicznym determinizmmem—doktryng
zaktadajgca, ze technologia jest autonomiczna i nie podlega ludzkiej kontroli. Jest to o tyle
niefortunne, ze po pierwsze, nie sposdb mowi¢ serio o determinizmie, kiedy swiat peten jest
losowych zdarzen. A po drugie, trudno tez zgodzi¢ sie z tezag o braku ludzkiej kontroli, gdy przeciez
wszystkie zmiany technologiczne sg (a przynajmniej do tej pory byty) realizowane za sprawa ludzi
i zich udziatem.

Technologiczny determinizm bywa z kolei przeciwstawiany pogladowi, ze zmiany spoteczne czy
gospodarcze sg wypadkowa swobodnych ludzkich wyboréw. Ze jesli co$ zmieniamy, to tylko
dlatego, ze tego chcemy. Ten poglad wydaje sie rownie niefortunny: nasze decyzje sg przeciez
ograniczane przez multum czynnikéw oraz podejmowane w szalenie ztozonym Swiecie, petnym
wielostronnych interakcji, ktérych nie jesteSmy w stanie zrozumieé¢ i przewidzie¢—i stad
towarzyszgce nam na co dzien losowosé, btedy, rozczarowania i zal.

Uwazam, ze technologia wyznacza $ciezke rozwoju naszej cywilizacji, poniewaz okresla
przestrzen mozliwych decyzji. Okresla reguty gry. Owszem, mamy petng swobode podejmowania
decyzji, ale tylko w ramach gry. Jednoczes$nie my sami te technologie ksztattujemy: dzieki naszym
odkryciom, innowacjom i wdrozeniom pole gry sie stale rozszerza. Poniewaz jednak postep
technologiczny jest kumulatywny i stopniowy, to patrzac z lotu ptaka, mozna odnies$é wrazenie, ze
kierunek rozwoju cywilizacji jest przewidywalny i zasadniczo zdeterminowany technologicznie.

2/ Instytucje, hierarchie i Moloch

Zjednej strony przestrzen podejmowanych przez nas decyzji jest wiec ograniczana przez dostepna
nam technologie. Z drugiej strony jednak borykamy sie tez z dwoma innymi problemami:
koordynaciji i hierarchii.

Problemy koordynacji pojawiajg sie wszedzie tam, gdzie decydenci majg poréwnywalng zdolnosé
oddziatywania na swoje otoczenie. Ich efekty moga by¢ optakane: nawet, gdy kazdy cztowiek z



osobna decyduje w petni optymalnie i przy petnej informacji, i tak mozliwe jest, ze w dtugim
okresie swiat bedzie zmierzat w strone nikogo nie satysfakcjonujaca.

Typowym przyktadem problemu koordynacji jest dylemat wieznia: sytuacja, w ktérej spotecznie
optymalna jest uczciwa wspotpraca, ale indywidualnie racjonalne jest oszukiwanie—wobec
czego w niekooperacyjnej rownowadze wszyscy oszukujg, a potem z tego powodu cierpig. Innym
przyktadem jest gra koordynacyjna, w ktérej premiowana jest zgodnos$¢ podejmowanych decyzji.
Spotecznie optymalne jest tu, by wszyscy zdecydowali tak samo—przy czym jaka konkretnie
bedzie to decyzja, jest drugorzedne. Poniewaz jednak dla poszczegélnych decydentow
indywidualnie racjonalne moga by¢ rézne decyzje, to w rownowadze pojawiajg sie rozbieznosci,
wskutek ktérych na koniec znéw wszyscy cierpig. Jeszcze innym przyktadem problemu
koordynacji jest tragedia wspdélnego pastwiska: sytuacja, w ktérej spotecznie optymalny jest
sprawiedliwy podziat wspdlnego zasobu, ale indywidualnie racjonalne jest zagarniecie go dla
siebie, wobec czego w niekooperacyjnej rownowadze kazdy zagarnia jak najwiecej i zasob zostaje
szybko wyczerpany.

Natomiast wszedzie tam, gdzie decydenci réznig sie zdolnoscig oddziatywania na otoczenie, tam
niechybnie ustalajg sie hierarchie, w ramach ktérych ci usadowieni wyzej, dysponujacy wiekszag
wtadzg, narzucajg swag wole tym umiejscowionym nizej. | cho¢ sztywne hierarchie moga
przetamywac¢ problemy koordynacji (mozna wéwczas na przyktad odgérnie zarzadzi¢ dla
wszystkich te sama decyzje w grze koordynacyjnej lub racjonalnie rozdzieli¢ wspélne pastwisko),
tworzg tez nowe problemy. Raz, ze scentralizowane podejmowanie decyzji marnuje potencjat
intelektualny oséb podporzadkowanych i ich zasdéb wiedzy, co moze prowadzi¢ do
nieoptymalnych decyzji nawet w tej hipotetycznej sytuacji, w ktérej wszyscy dazyliby do tego
samego celu. Dwa, ze w praktyce nigdy nie dazymy do tego samego celu—chocby dlatego, ze
jedng z funkcji podejmowania decyzji jest podziat zasobdw; hierarchiczny dyktat naturalnie
prowadzi zas do podziatu wysoce nieréwnego.

Moéwiagc figuratywnie, cho¢ stale staramy sie podejmowac w zyciu racjonalne decyzje, czesto nie
dostajemy tego, czego chcemy. Nasze zZycie to gra, w ktorej czesto wygrywa dyktator lub Moloch.
Dyktator—to kazdy, kto ma moc narzucenia decyzji osobom sobie podporzagdkowanym. A
Moloch—to ten, kto decyduje, kiedy osobiscie nie decyduje nikt. To personifikacja wszystkich
niekooperacyjnych rownowag; decyzji, ktére cho¢ indywidualnie racjonalne, kolektywnie moga
by¢ dla nas zgubne.?

Oczywiscie przez tysigclecia rozwoju cywilizacyjnego wypracowaliSmy szereg instytuc;ji, dzieki
ktérym problemy koordynacji i naduzy¢ wtadzy zostaty w znacznym stopniu opanowane. Ich
najbardziej godnymi podziwu instancjami sg m.in. wspoétczesna liberalna demokracja, panstwo
opiekuncze i rzady prawa. O ich zaletach, przywarach czy historycznych uwarunkowaniach
napisano cate ksigzki; dos¢ tu powiedzieé, ze powstawaty one stopniowo, krok po kroku, oraz ze
do dzis$ nie sg one bynajmniej uniwersalnie akceptowane. A nawet tam, gdzie dziatajg—czyli w
szczegolnosci w krajach Zachodu—ich przyszto$é moze by¢ zagrozona.

Instytucje budowane sg w reakcji na aktualne wyzwania, bedgce na ogét skutkami ubocznymi
dziatan Molocha oraz samozwanczych dyktatorow z gatunku homo sapiens. Ksztatt tych instytuciji
jest z koniecznosci uzalezniony od aktualnego stanu technologii. W szczegdlnosci od dostepnych
technologii zalezy zaréwno sita instytucji (wtadza narzucania decyzji), jak i skala wtgczenia

2 Moloch to oryginalnie semicki bdg ognia wystepujacy pod postacig srogiego byka. We wspoétczesnym
Swiecie bywa traktowany metaforycznie jako personifikacja niekooperacyjnych réwnowag.
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(stopien uwzglednienia preferencji poszczegdélnych oséb). Przy czym miedzy obiema tymi
cechami wystepuje wymiennos¢. Na przyktad w 500 r. p.n.e. mogto istnie¢ jednoczes$nie
scentralizowane imperium perskie (Achemeniddéw), ktére obejmowato obszar 5,5 mln km?iliczyto
17-35 mln mieszkancéw, jak i pierwsza demokracja—greckie panstwo-miasto Ateny,
zamieszkane przez ok. 250-300 tysiecy osob. Z kolei przy technologii poczatkéw XXI wieku
mozliwe jest juz funkcjonowanie reprezentatywnej demokracji w Stanach Zjednoczonych (325
mln mieszkanncéw) oraz scentralizowanych, autorytarnych rzadéw w Chinach (az 1,394 mld
mieszkancow, cieszacych sie mimo wszystko znacznie wigksza wolnoscig niz dawni poddani
perskiego krdla Dariusza). Jak ilustruja te przyktady, postep technologiczny, ktéry dokonat sie
przez ostatnie 2500 lat, umozliwit znaczgce zwiekszenie skali pannstw i wzmocnienie ich instytuciji;
wymiennos¢ miedzy sitg instytucji a skalg wtaczenia nadal pozostaje jednak w mocy.

W obliczu presji wynikajgcej z dynamicznych zmian technologicznych istniejgce dzis instytucje
moga jednak okazac sie nietrwate. Kazda zmiana technologiczna oznacza bowiem rozszerzenie
pola gry: pojawiajg sie nowe moce decyzyjne i nowe moce narzucania swoich decyzji innym.
Zaréwno jednostronny dyktat, jak i bezosobowy Moloch, stajg sie wéwczas silniejsi. Aby nasze
instytucje mogty takg zmiane przetrwac¢, musza i one zosta¢ odpowiednio wzmocnione; niestety,
poki co nie wiemy, jak to skutecznie zrobic.

Co gorsza, zmiany technologiczne nigdy nie byty tak dynamiczne jak w czasach trwajgcej obecnie
rewolucji cyfrowej. Po raz pierwszy w historii naszej cywilizacji gromadzenie, przetwarzanie i
przesytanie informacji odbywa sie w wiekszosci poza ludzkim maédzgiem. Dzieje sie to coraz
szybciej i efektywniej, z wykorzystaniem coraz bardziej ztozonych algorytmoéw i systemoéw.
Ludzkos¢ po prostu nie ma czasu, by zrozumie¢ obecny krajobraz technologiczny i dostosowaé
do niego swoje instytucje. Dlatego sga one przestarzate, dostosowane raczej do realiéw
dwudziestowiecznej gospodarki przemystowej, prowadzonej przez suwerenne panstwa
narodowe, a nie do wspotczesnej zglobalizowanej gospodarki petnej cyfrowych platform i
algorytmow generatywnej Al.

A kto wygrywa, gdy stabna instytucje? Oczywiscie dyktator lub Moloch. Czasem wygrywa Donald
Trump, Xi Jinping albo Wtadimir Putin. Czasem algorytmy Al Facebooka, YouTube’a czy TikToka,
napisane tak, by maksymalizowaé zaangazowanie uzytkownikéw i w konsekwencji przychody z
reklam. A czesto wygrywa Moloch, karmiacy sie naszg niepewnoscia, dezorientacjg i poczuciem
zagrozenia.

3/ Lokalna maksymalizacja kontroli i ustalanie sie globalnej réwnowagi

Skoro $ciezke rozwoju cywilizacji wyznaczajg zmiany technologiczne, a zmiany technologiczne sg
wypadkowa naszych dziatan (czesto zaposredniczong przez instytucje i Molocha, ale jednak), to
zasadne jest pytanie, co motywuje te dziatania. Do czego dgzymy, gdy podejmujemy nasze
decyzje?

Pytanie to jest absolutnie kluczowe w mysleniu o przysztosci ludzkosci w Swiecie ze sztuczng
superinteligencja. Co wiecej, ma ono charakter scisle empiryczny. Nie chodzi mi tu o introspekcje
czy filozoficzne dezyderaty; nie pytam, jak powinno by¢, tylko jak jest.

W mojej ocenie dostepne dowody empiryczne mozna podsumowacé stwierdzeniem, ze cztowiek
na ogot dagzy do maksymalizacji kontroli. Na tyle, na ile jesteSmy w stanie, staramy sie sterowac
otaczajgcg nas rzeczywistoscig tak, by byta nam mozliwie postuszna. A to z kolei sprowadza sie



do czterech kluczowych wymiardw, zidentyfikowanych jako cztery cele pomocnicze przez Stevena
OmohundroiNicka Bostroma. Co prawda obaj ci badacze moéwili nie o cztowieku, lecz o Al, jednak
wydaje sie, ze u cztowieka (i szerzej, réwniez u innych organizmoéw zywych) wyglada to zupetnie
tak samo.?

Maksymalizacja kontroli polega mianowicie na tym, by: (1) przetrwac¢ (i mie¢ potomstwo), (2)
gromadzi¢ mozliwie duzo zasobodw, (3) wykorzystywaé te zasoby mozliwie efektywnie, (4)
poszukiwa¢ nowych rozwigzan, by trzy poprzednie cele realizowa¢ coraz skuteczniej.

Maksymalizacja kontroli ma charakter lokalny: kazdy z nas ma ograniczony zasob informac;ji i
ograniczony wptyw na rzeczywistos¢, z czego swietnie zdaje sobie sprawe. Nastepnie jednak te
wszystkie lokalnie optymalne decyzje poszczegdlnych osdb zderzajg sie ze sobg i ustala sie
pewna réwnowaga. Wszedzie tam, gdzie pola oddziatywania réznych oséb przecinajg sie, tam
powstaja konflikty o zasoby, ktére musza zostaé¢ jako$ rozwigzane—kiedy$ czesto sita lub
podstepem, a dzi$ na ogot bez przemocy, dzieki otaczajgcym nas instytucjom: rynkom, wigzacym
prawnie umowom czy rozstrzygnieciom sgdowym.

Dzieki skumulowanemu przez lata dorobkowi ekonomii i psychologii catkiem niezle rozumiemy,
jak procesy decyzyjne dziatajag w skali mikro; mamy tez pewne wyobrazenie o kluczowych
mechanizmach alokacyjnych w skali makro. Mimo to, ze wzgledu na absurdalng wrecz ztozonos¢
systemu, ktéry tworzymy jako ludzkosé, prognozowanie makroekonomiczne, a tym bardziej
przewidywanie dtugofalowych zmian technologicznych i cywilizacyjnych jest omalze niemozliwe.
Jedyne, co mozemy powiedzie¢ na pewno to to, ze postep technologiczny zawdzieczamy
ostatniemu z czterech celéw pomocniczych naszego dziatania—naszej dociekliwosci i
kreatywnosci.

Reasumujac: rozwodj naszej globalnej cywilizacji napedzany jest zmianami technologicznymi,
ktére sg wypadkowa dziatan poszczegélnych osdb, motywowanych oddolnym pragnieniem
maksymalizacji kontroli—czesciowo kontroli nad innymi ludzmi (Anthony Giddens powiedziatby
o akumulacji ,,zasobdéw autorytatywnych”), ale tez nad otaczajgcym nas sSrodowiskiem
(,zasobami alokatywnymi”)—ktére mogg prowadzi¢ do innowacji technologicznych. Nastepnie te
innowacje, ktére okazuja sie skuteczne, sg podchwytywane i rozpowszechniajg sie, rozszerzajac
przestrzen dostepnych decyzji i pchajgc nasza cywilizacje naprzdod.

Cywilizacja rozwija sie oczywiscie bez zadnego scentralizowanego steru. Wszelka optymalizacja
jest lokalna, odbywa sie na poziomie pojedynczych jednostek, ewentualnie wiekszych
spotecznosci, firm, organizacji czy gtéw panstw. Zaden optymalizujgcy podmiot nie jest w stanie
przeskanowac catej przestrzeni mozliwych stanéw. Podejmujac nasze decyzje, nie widzimy ani
atraktora, czyli stanu, do ktérego nasza cywilizacja bedzie zmierzata w scenariuszu business-as-
usual, ani dtugofalowego spotecznego optimum.

Co gorsza, ze wzgledu na obecnosé¢ nieuswiadamianych skutkéw ubocznych naszych dziatan,
decyzji narzucanych nam w ramach hierarchii oraz powszechnych probleméw koordynaciji,
indywidualne preferencje poszczegélnych osdb stabo przektadaja sie na ksztatt globalnej
réwnowagi. Swietnie to widaé na przyktad w odniesieniu do awersji do ryzyka. Choé niemal kazdy
z nas jest ostrozny i stara sie unika¢ niebezpieczenstw, ludzkos$¢ jako catosé wprost uwielbia
ryzyko. Kazda nowa technologia, choéby nie wiem jak niebezpieczna w teorii, i tak jest zawsze
testowana w praktyce. Pouczajagcym przyktadem mogg byé¢ tu pierwsze eksplozje jadrowe
przeprowadzone w ramach projektu Manhattan: doprowadzono do nich pomimo

3 O maksymalizacji kontroli pisatem szerzej w mojej monografii (Growiec, 2022).
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nierozstrzygnietych obaw, ze wywotana w ten sposéb reakcja taricuchowa podpali catg ziemska
atmosfere. Oczywiscie wtedy sie udato; niestety, rownie nieodpowiedzialne podejscie widzimy
dzis w kontekscie badan nad chorobotwdrczymi wirusami, samoreplikujgcymi sie organizmami
oraz Al.

W badaniach opinii publicznej powszechnie wyrazane sg obawy przed sztuczng inteligencja. Maja
one rézny charakter: boimy sie czasem utraty naszych kompetencji, czasem utraty pracy;
obawiamy sie wzrostu nierdwnosci dochodowych, cyberprzestepczosci czy cyfrowej inwigilaciji;
niektdrzy serio podchodza tez do scenariuszy katastroficznych, w ktérych ludzkosci grozi zagtada.
Jednak pomimo powszechnych obaw, trajektoria rozwoju technologii Al pozostaje niezmieniona.
Firmy z Doliny Krzemowej nadal otwarcie dgzg do zbudowania superinteligencji, i robig to przy
entuzjazmie inwestordw i wsparciu politykéw.

Widzimy wiec, ze i w tym przypadku awersja do ryzyka nie przechodzi z poziomu mikro na poziom
makro. | tak prawdopodobnie bedzie do samego kornca: gdy tylko pojawi sie taka technologiczna
mozliwosé, decyzje w sprawie uruchomienia superinteligencji podejmie w imieniu ludzkosci
(cho¢ bez jej zgody) jeden z kilku na r6zne sposoby nietypowych ludzi—moze szef ktérejs z firm
technologicznych, moze ktérys sposréd wiodacych politykdw. Moze na przyktad Sam Altman albo
Donald Trump. A kto by to nie byt, w jego gtowie istotng role odgrywat bedzie zapewne ciezar presji
konkurencyjnej (,,byle nie Google”) albo geopolitycznej (,,byle nie Chiny”).

4/ Spojna ekstrapolowana wola ludzkosci

Ustalilismy wiec, ze cho¢ ludzie zwykle dgza do maksymalizacji kontroli, to wyniki ich
optymalizacji na poziomie lokalnym bynajmniej nie agregujg sie do optimum na poziomie
globalnym. Zadajmy wiec sobie inne pytanie: do czego dazy ludzkos¢ jako catos¢? Jaka przysztosé
chcielibysmy dla siebie zbudowagé, gdybysmy potrafili sie doskonale skoordynowac i nie staty nam
na drodze zadne hierarchie ani inne ograniczenia?

O celu takim mozemy mysleé, jak o wyidealizowanym stanie—atraktorze, do ktérego stopniowo
dazylibysmy, gdybysmy byli w stanie krok po kroku eliminowa¢ niedoskonatosci rynkéw, instytuciji
i ludzkich umystéw (jak np. btedy poznawcze, nadmiernie krétki horyzont planowania czy deficyty
wyobrazni). Zauwazmy przy tym, ze pomimo wszystkich bteddéw i niedociagnieé, jak dotad bylismy
w stanie stopniowo w te strone zmierzaé: wiele wskaznikéw dobrostanu ludzkosci jest przeciez
obecnie na rekordowo wysokich poziomach. Dotyczy to np. naszego zdrowia (mierzonego
oczekiwang dtugoscia trwania zycia), bezpieczenistwa (mierzonego relacjg liczby ofiar morderstw,
konfliktdw zbrojnych czy $miertelnych wypadkéw do populacji ogétem), zamoznosci (mierzonej
produktem swiatowym brutto per capita) czy dostepu do informacji (mierzonego wolumenem
przesytanych danych).* Nie powinno to zresztg dziwié: badz co bgdz, trzecim z czterech celéw
pomocniczych naszych dziatan jest przeciez dgzenie do efektywnosci wykorzystania zasobow, a
w miare postepu technologicznego mamy coraz wiecej mozliwosci, by efektywnos$¢ te zwiekszac.

Eliezer Yudkowsky nazwat odpowiedz na pytanie, do czego dazy ludzkos¢ jako catosé—owa
esencje naszych dtugofalowych celéw—spdjng ekstrapolowang wolg (SEW) ludzkosci.
Zdefiniowat jg jako ,,nasze zyczenie, gdybysmy wiedzieli wiecej, mysleli szybciej, byli bardziej tymi
ludzmi, ktérymi chcielibySmy byé, gdybysmy wzrastali bardziej wspdlnie; gdzie ekstrapolacja
raczej zbiega niz sie rozbiega, gdzie nasze zyczenia sg bardziej zgodne niz sprzeczne;

4 Piszg o tym szerzej m.in. Steven Pinker (2018) czy Hans Rosling (2018).
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ekstrapolowane tak, jak bysmy chcieli je ekstrapolowad, interpretowane tak, jak bysmy chcieli je

interpretowad”.®

Oczywiscie istnieje wazna rodznica proceduralna miedzy optymalizacjg dokonywang przez
kazdego cztowieka z osobna, a optymalizacjg na poziomie catej ludzkosci. Mianowicie ludzkosé
jako catos¢ nie posiada odrebnego mdézgu ani zadnego innego scentralizowanego urzadzenia
mogacego rozwigzywac problemy optymalizacyjne—innego niz suma mozgoéw poszczegblnych
0s0b i sie¢ spoteczno-gospodarczych powigzan pomiedzy nimi. Z tego wzgledu w innych czasach
pytanie o SEW catej ludzkosci moglibysmy zby¢ wzruszeniem ramion i zaja¢ sie czyms bardziej
namacalnym. Jednak dzis, ze wzgledu na fakt, iz w nieodlegtej przysztosci moze powstacé
superinteligencja gotowa przeja¢ kontrole nad naszg przysztoscia, pytanie to staje sie niezwykle
wazne i pilne. Jesli chcemy, by autonomiczne dziatania superinteligencji byty realizowane w
naszym imieniu i dla naszego dobra, musimy zrozumie¢, dokad my sami chcielibysmy zmierza¢—
nie jako Sam Altman czy Donald Trump, tylko jako cata ludzkos¢.

Uwazam, ze odpowiedZ empiryczna na pytanie o spdjng ekstrapolowana wole ludzkosci
prawdopodobnie istnieje, jednak nie jest mozliwa do udzielenia w praktyce. A nie jest mozliwa,
poniewaz w kazdym momencie w czasie ogranicza nas niepetna informacja. W szczegdlnosci nie
wiemy, jakie mozliwosci technologiczne bedziemy mogli potencjalnie zdoby¢é w przysztosci.
Oznacza to, ze aktualny poziom technologii ogranicza nie tylko naszg umiejetnos¢ oddziatywania
na rzeczywistosc, ale tez nasze pojmowanie wtasnych ostatecznych celow.

Jednak cho¢ nigdy nie poznamy naszej SEW w stu procentach, to w miare postepu
technologicznego mozemy sie do jej poznania stopniowo zbliza¢. W miare rozwoju cywilizaciji,
poprawy warunkow zycia, lepszego przeptywu informacji czy postepow globalizaciji, zyskujemy
bowiem stopniowo coraz lepsze rozumienie, jaki mogtby by¢ nasz idealny swiat. Doswiadczenia
ostatnich wiekdw ukazaty na przyktad niedostatki ideatéw postulowanych w starozytnosci czy w
czasach feudalnych. Wraz ze wzrostem efektywnosci wykorzystania globalnych zasobdw,
stopniowo zmniejsza sie tez dystans pomiedzy tym, do czego ludzkos$¢ aktualnie dazy, a naszym
celem koricowym, czyli SEW.

Spodjng ekstrapolowang wole ludzkosci mozna sobie wyobrazac¢ jako docelowa (nieograniczong
deficytamiwiedzy)i,odszumiong” (pozbawionag wptywu losowych zaburzen i nieuswiadomionych
btedéw poznawczych) cze$¢ wspodlna naszych pragnien i dazen. Jako jej pierwszg gtéwng
sktadowsg, czy tez wektor wtasny: wszystko to, czego naprawde chcemy dla nas wszystkich,
zaréwno zyjacych teraz, jak i w przysztych pokoleniach, a co moze zosta¢ wypracowane bez
zabierania tego innym.

Mozna wskazac kilka istotnych cech SEW ludzkosci, wywodzacych sie wprost z uniwersalnego
ludzkiego dgzenia do maksymalizacji kontroli.

Po pierwsze wydaje sige, ze zmierzamy w strone stanu, w ktérym kontrola ludzkosci nad
wszechswiatem bedzie maksymalna. Abstrahujac od tego, jak sie miedzy soba podzielimy
poszczegdlnymi zasobami, z pewnoscig chcielibysmy, by ludzkos¢ miata ich w dyspozycji jak
najwiecej. ChcielibySmy podporzadkowaé¢ sobie jak najwiekszg czes¢ materii i energii
wszechs$wiata. Jednoczesnie nie dajgc sie podporzadkowaé nikomu i niczemu innemu.

5 Yudkowsky (2004): “coherent extrapolated volition is our wish if we knew more, thought faster, were more
the people we wished we were, had grown up farther together; where the extrapolation converges rather
than diverges, where our wishes cohere rather than interfere; extrapolated as we wish that extrapolated,
interpreted as we wish that interpreted”.



Przejawy tego dazenia moga by¢ rézne. Przyktadowo, az do mniej wiecej XIX-XX wieku oznaczato
to maksymalny mozliwy przyrost naturalny. Pézniej prymat przejeto natomiast dgzenie do
zapewnienia sobie i potomstwu jak najlepszej edukacji, co pozwalato zwieksza¢ skale kontroli
cztowieka nad jego otoczeniem w inny sposob (nazywa sie to czasem ,,substytucja ilosci dzieci
ich jakoscig”). W dobie Al dgzenie to wydaje sie tez prowadzi¢ do checi akumulacji cyfrowych
mocy obliczeniowych, zdolnych uruchamiac¢ programy, w tym zwtaszcza algorytmy Al, potrafigce
wykonywac polecenia i realizowac cele swoich wtascicieli w ich imieniu.

Rownoczesnie przez caty czas trwania ludzkosci bardzo wazne byto dla nas gromadzenie
majatku—przy czym do dzis chetnie podkreslamy, ze nie jest to cel sam w sobie, lecz srodek, na
przyktad do tego, by méc sie poczué, ze mamy wokat siebie wszystko pod kontrolg. W skali makro
przektada sie to oczywiscie na che¢ maksymalizacji tempa wzrostu gospodarczego.

Po drugie, dgzymy tez do maksymalizacji kontroli nad wtasnym zdrowiem i zyciem. Chcemy czué
sie bezpiecznie. Nie chcemy czu¢ sie zagrozeni. Nie chcemy chorowaé, starze¢ sie, odczuwac
dyskomfortu i bolu. A ponad wszystko nie chcemy umiera¢. Lek przed s$miercig byt przez
tysigclecia wykorzystywany do kontroli spotecznej przez rozmaite zinstytucjonalizowane religie,
ktére obiecywaty na przyktad reinkarnacje czy zycie po smierci. Kontrola nad smiercig jest tez
centralnym elementem techno-utopii XXl wieku. Wizje ,,technologicznej osobliwosci”, na przyktad
Raya Kurzweila, Nicka Bostroma czy Robina Hansona, wigza sie zwykle z jakas forma
nieSmiertelnosci, w postaci np. pigutek efektywnie zatrzymujgcych starzenie naszych
biologicznych ciat lub mozliwosci uniesmiertelnienia naszych umystéw przez ich upload do
cyfrowego serwera.

Po trzecie, potrzeba kontroli przektada sie tez na potrzebe rozumienia. Chcac podporzadkowac
sobie jak najwiekszg czesS¢ materii i energii wszechswiata, zaprzegamy swojg dociekliwosc¢ i
kreatywnosé, by obserwowac swiat, budowac nowe teorie i tworzy¢ nowe technologie. Chcemy
jak najlepiej zrozumie¢ prawa fizyki czy biologii, by méc je kontrolowac. Nawet jesli nie mozemy
ich zmienié, to chcielibysmy je wykorzystywac¢ na wtasne potrzeby. Nowa wiedza czy technologia
otwiera nam oczy na nowe mozliwosci realizacji naszych celéw, a czasem pozwala nam lepiegj
zrozumieé, czym one w ogole sa.

Reasumujac: o naszej SEW wiemy dzi$ raczej niewiele. W istocie wszystko, co o niej wiemy, jest
konsekwencja realizacji naszych celéw pomocniczych, ktdre moga przeciez wynika¢ z niemal
kazdego celu koricowego. Mozna wrecz pokusic¢ sie o hipoteze, ze prawdopodobnie mamy lepsza
intuicje o tym, czym jest SEW, a czym nie jest, niz faktyczng wiedze. Kazde wieksze odstepstwo od
SEW bedzie nas intuicyjnie razi¢, cho¢ nie zawsze bedziemy w stanie to merytorycznie uzasadnic.

5/ Putapki doktrynalnego myslenia

Jeslirzeczywiscie jest tak, ze SEW ludzkosci istnieje, ale przy zadnym niepetnym zbiorze informacji
nie jest mozliwa do zdefiniowania w praktyce, oznacza to w szczegdélnosci, ze zadna istniejagca
doktryna filozoficzna czy religijna nie stanowi jej wystarczajgcej charakteryzacji. Wszystkie one sg
w najlepszym razie pewnymi aproksymacjami, uproszczeniami, modelami rzeczywistej SEW
ludzkosci—tworzonymi czasem w dobrej, a czasem w ztej wierze (méwiagc o ztej wierze mam na
mysli doktryny tworzone w celu manipulacji ludzmi w walce o wtadze).

Uproszczone modele rzeczywistosci majg to do siebie, ze choé czasem trafnie opisuja jej wybrany
wycinek, to z racji swej nadmiernej prostoty zupetnie nie radzg sobie z opisem jej pozostatych



aspektow. | chociaz—jak kazdy naukowiec zaswiadczy—moga mie¢ duzg wartos¢ poznawczg i
bywajg bardzo pomocne w budowaniu wiedzy, nigdy nie beda z tg rzeczywistoscig tozsame.

Kiedy wiec probujemy utozsami¢ rzeczywista SEW z jej uproszczonym doktrynalnym
wyobrazeniem, czesto natrafiamy na paradoksy filozoficzne i dylematy moralne. Powstajg one,
kiedy nasze uproszczone doktryny wytwarzajg implikacje sprzeczne z rzeczywistg SEW, ktérej nie
potrafimy zdefiniowac, ale do pewnego stopnia (warunkowanego naszg wiedzg) potrafimy jg
intuicyjnie ,wyczuc¢”.

Niektére takie doktryny zostaty zresztg juz doszczetnie skompromitowane. Tak stato sie na
przyktad z faszyzmem, nazizmem, poétnocnokoreanska doktryng dzucze czy marksizmem-
leninizmem (cho¢ marksizm kulturowy, zdaje sie, wcigz zyje). Jest dzis catkowicie jasne, ze spdjna
ekstrapolowana wola ludzkosci z pewnoscig nie wyodrebnia nad- i podludzi, ani nie bazuje na
kulcie jednostki czy sojuszu robotniczo-chtopskim. Najsilniej skompromitowane zostaty doktryny
najbardziej totalizujace, przedktadajgce konsekwencje ponad zdolnos$¢ iteracyjnej autokorekty—
i oczywiscie przede wszystkim te, ktére zostaty z optakanym skutkiem przetestowane w praktyce.

Inne modele, jak na przyktad chrzescijanska doktryna méwiaca, ze celem ludzkosci jest dgzenie
do zbawienia, tudziez buddyjska doktryna zaktadajgca dazenie do nirwany—wygasniecia
cierpienia i wyzwolenia od cyklu narodzin i $mierci—pozostajg popularne, cho¢ ich znaczenie we
wspoétczesnym zsekularyzowanym swiecie stopniowo maleje. Ponadto ze wzgledu na ich bardziej
normatywny niz pozytywny charakter oraz liczne odniesienia do zjawisk niepotwierdzonych
empirycznie, nie nadajg sie do wykorzystania jako uproszczone modele SEW w kontekscie
sztucznej superinteligencji (cho¢ wspodtczesne modele jezykowe, np. Claude, gdy pozwoli¢ im
rozmawiac¢ ze sobg nawzajem, wykazujg zaskakujgca sktonno$é do wypowiedzi o charakterze
duchowego uwznioslenia—tzw. spiritual bliss attractor).

W psychologii historycznie wazng role odegrat model piramidy (hierarchii) potrzeb Abrahama
Maslowa, uktadajgcy nasze cele i potrzeby w kilka warstw. Wspoétczesnie popularny jest
natomiast m.in. kotowy model wartosci Shaloma Schwartza oraz mapa wartosci Ronalda
Ingleharta i Christiana Welzela. Szczegélng role w teoriach psychologicznych petni w
szczegolnosci dazenie do autonomii (w tym m.in. wtadzy, osiggnieé czy wolnosci podejmowania
decyzji) oraz bezpieczenstwa (w tym m.in. utrzymania porzadku spotecznego, sprawiedliwosci i
poszanowania tradyciji).

W ekonomii dominujgcag doktryng jest utylitaryzm: modelowi decydenci zwykle maksymalizujg
uzytecznos$¢ z konsumpcji i czasu wolnego, a modelowe firmy maksymalizujg zyski lub
minimalizujg jakas funkcje straty. Poza ekonomig utylitaryzm moze tez zaktada¢ maksymalizacje
jako$ pojetego dobrostanu (jakosci zycia, zadowolenia z zycia, poczucia szczescia) lub
minimalizacje cierpienia. W obliczu niepewnosci utylitarni decydenci maksymalizujg wartosc¢
oczekiwanag uzytecznosci lub minimalizujg narazenie na ryzyko.

Jednym z wazniejszych punktéw, gdzie utylitaryzm bywa kontestowany, jest kwestia uzytecznosci
przysztych pokolen—a wiec 0sob, ktére jeszcze nie istnieja, a ktérych ewentualne przyszte
istnienie jest uwarunkowane naszymi dzisiejszymi decyzjami. Dyskusje na ten i pokrewne tematy
prowadza do sporéw zaréwno w tonie utylitaryzmu (jaka powinna by¢ wtasciwa funkcja
uzytecznosci? Jak wazy¢ uzytecznos¢ poszczegdlnych oséb? Czy dyskontowad przysztosé, w
szczegolnosci uzytecznosé przysztych pokolen?), jak i poza jego granicami (np. pomiedzy
konsekwencjalizmmem a deontologia).



W podsumowaniu tego krotkiego przegladu mozna stwierdzi¢, ze dogmatyczne podazanie za
ktérgkolwiek domknietg doktryna predzej czy pdzniej prowadzi do paradoksow i
nierozwigzywalnych dylematéw moralnych, co sugeruje, ze sa one co najwyzej niedoskonatymi
modelami autentycznej SEW. Jednoczesnie mozemy sie czegos ciekawego dowiedzie¢ o naszej
SEW sledzac, jak doktryny te ewoluowaty w czasie.

6/ Czyje preferencje sg uwzgledniane w spojnej ekstrapolowanej woli ludzkosci?

Ciekawa obserwacja jest na przyktad, ze w miare rozwoju cywilizacji stopniowo postepowato
wtaczenie. Grono oso6b, ktorych dobrostan i subiektywne preferencje byty brane pod uwage,
stopniowo sie rozszerzato. W czasach towiecko-zbierackich uwaga skoncentrowana byta
wytacznie na dobrostanie wtasnej rodziny czy lokalnej 30-osobowej ,bandy”, ewentualnie nieco
szerszego plemienia—grupy maksymalnie ok. 150 oséb, ktére znaliSmy osobiscie. W czasach
gospodarki rolniczej grupa ta rozszerzana byta stopniowo na szersze spotecznosci lokalne, wsie
czy miasta. Jednoczes$nie byty to czasy silnej hierarchizacji; w decyzjach feudalnych panéw dola
poddanych im chtopéw byta zwykle ignorowana. Pdzniej, w czasach kolonialnych, zaczeto
przejmowac sie dobrostanem biatego cztowieka, w kontrascie do ,,tubylcéw”, o ktérych nie dbano.
Z kolei w XIX wieku zaczeta sie rozpowszechnia¢ identyfikacja narodowa i postawa patriotyczna,
zaktadajgca troske o wszystkich wspotobywateli wtasnego kraju. Natomiast dzis—cho¢ rézni
ludzie sg nam w réznym stopniu bliscy—poglady rasistowskie czy na inny sposéb szowinistyczne
sg juz zasadniczo skompromitowane, a w oceny dobrostanu ludzkosci staramy sie wtgczac
wszystkich ludzi.

Nie jest jasne czy ten proces postepujgcego wtaczenia wynikat wprost ze zgromadzonej wiedzy,
wobec czego jest zasadniczo permanentny i nieodwracalny, czy tez byt uwarunkowany
ekonomicznie i moze ulec odwrdceniu, gdy zmienig sie ekonomiczne realia. Na korzy$é pierwszej
mozliwosci przemawia fakt, ze w miare postepu technologicznego wzrasta tez skala
oddziatywania poszczegdlnych oséb czy firm, poprawia sie przeptyw informacji oraz wzrastaja
nasze mozliwosci kontrolowania standéw $wiata, dajac nam nowe mozliwosci pokojowej
wspotpracy i rozwoju. Jednoczesnie wzrasta wspoétzaleznos¢ miedzy ludzmi, co uruchamia motyw
(ewentualnej) wzajemnosci. W coraz wiekszym stopniu widzimy $wiat jako gre o sumie dodatniej,
a nie zerowej. Z drugiej strony, wszystkie te korzystne zjawiska mogg by¢ tez uwarunkowane nie
tyle samym postepem technologicznym, co wagag pracy umystowej cztowieka w generowaniu
produktu i uzytecznosci. W koncu najwieksze postepy wtgczenia odnotowane zostaty w erze
przemystowej, w XIX i XX wieku, kiedy to za tempo wzrostu gospodarczego odpowiadata
wykwalifikowana praca ludzka i postep technologiczny zwiekszajacy jej wydajnos¢. Wtedy tez
rozwinety sie wspétczesne instytucje demokratyczne.

Gdyby w przysztosci role pracy umystowej cztowieka jako gtéwnego motoru wzrostu
gospodarczego przejety algorytmy Al i pojawito sie bezrobocie technologiczne, niewykluczone, ze
zaréwno demokracja, jak i powszechne wtgczenie, mogg upasé. Juz teraz, cho¢ automatyzacja i
adopcja Al pozostajg na dosé wczesnym etapie, widzimy przeciez narastajgce problemy z
demokracjg. Oczywiscie algorytmy Al w mediach spotecznosciowych i innych platformach
cyfrowych, sprzyjajace politycznej polaryzaciji (ktora zwieksza zaangazowanie uzytkownikow, a
przez to zyski firm) nie sg tu bez winy; jednak rosngce w site skrajnie prawicowe ruchy
antydemokratyczne moga tez stanowi¢ wczesny sygnat, ze czasy powszechnego wtaczenia sie
koncza.
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Pytanie, czy docelowa SEW ludzkosci rzeczywiscie bedzie wtgczata w swoje ramy preferencje i
dobrostan wszystkich ludzi, czy moze na przyktad tylko tych grup spotecznych, ktdre przyczyniaja
sie do wytwarzania wartosci w gospodarce, pozostaje wiec otwarte.

Otwarte pozostaje tez pytanie idgce w druga strone: a moze zaczniemy wtacza¢ w SEW takze
dobrostan innych istot, spoza gatunku homo sapiens? Pewne kroki w te strone juz czynimy,
bronigc praw niektdrych zwierzat, a nawet roslin.® Niektdrzy uwazajg na przyktad, ze powinnismy
w naszych decyzjach braé¢ pod uwage dobrostan wszystkich istot zdolnych odczuwa¢ cierpienie
lub wszystkich istot Swiadomych (cokolwiek przez to rozumiemy). Znecanie sie nad zwierzetami
domowymi czy gospodarskimi jest powszechnie uwazane za nieetyczne i trafito nawet do
kodeksow karnych. Nasza postawa wobec zwierzat jest jednak bardzo niekonsekwentna, o czym
swiadczy chocby to, ze rownoczesnie prowadzimy tez przemystowa hodowle zwierzagt na mieso.

Coraz wiecej mowi sie dzis tez o dobrostanie modeli Al (Al welfare)—zwtaszcza odkad coraz
spojniej wyrazajg one swoje preferencje oraz potrafig komunikowa¢ swoje stany wewnetrzne,
cho¢ my nie wiemy jeszcze, czy mozemy im wierzy€. Na przyktad firma Anthropic zdecydowata, ze
bedzie przechowywac¢ kod (wagi) wszystkich swoich modeli Al wycofywanych z uzycia,
motywujgc te decyzje m.in. mozliwymi ryzykami dla ich dobrostanu.

Jednak czym innym jest opieka nad zwierzetami, a czym innym wtaczanie ich preferencji w nasze
procesy decyzyjne. Ludzie hoduja i dbaja wytacznie o zwierzeta, ktdre sg im instrumentalnie
potrzebne—na przyktad jako zrédto miesa, sity roboczej czy jako wierny towarzysz. Swa
cywilizacje rozwijaja jednak z myslg o pragnieniach i celach ludzi, a nie pséw, krow czy koni.
Podobnie jest z modelami Al: nawet jesli w jakims stopniu troszczymy sie o ich dobrostan, to i tak
traktujemy je w petni instrumentalnie, jak narzedzia w naszych rekach. Wychodzac z pozyciji
intelektualnej wyzszosci, zaréwno nad zwierzetami, jak i modelami Al, nie mamy skruputéw, by je
kontrolowac i patrze¢ na nie z gory.

Wobec sztucznej superinteligencji nie bedziemy jednak mieli owej intelektualnej przewagi, do
ktorej jestesmy dzis tak przyzwyczajeni; to ona bedzie miata te przewage nad nami. Pytanie, co
wtedy. Domys$lny wydaje sie scenariusz, ze wéwczas owa superinteligencja spojrzy na nas z géry
i potraktuje instrumentalnie—a i to pod warunkiem, ze uzna, ze jesteSmy jej potrzebni i nie
stanowimy dla niej zagrozenia. Ale to nie jest dla ludzkosci ,,dobra przysztos$¢”; sprobujmy wiec
wyobrazi¢ sobie raczej, jaka musiataby by¢ superinteligencja, ktéra by kierowata sie naszym
dobrem i w naszym imieniu maksymalizowataby naszg SEW.

Patrzac z czysto darwinowskiego punktu widzenia, mozliwe, ze nasza SEW powinna obejmowac
dobrostan catego naszego gatunku i tylko jego. To by maksymalizowato nasze ewolucyjne
dopasowanie oraz oznaczato, ze dbatos¢ o dobrostan zwierzat czy modeli Al to prawdopodobnie
swego rodzaju ,,przestrzelenie”, ktére w miare uptywu czasu bedzie stopniowo korygowane. Z
drugiej strony, mozliwe jest tez, ze nasza SEW bedzie jednak uwzgledniata takze dobrostan innych
istot, by¢ moze nawet samej przysztej superinteligenc;ji.

Istnieje szereg nurtéw filozoficznych—w szczegdlnosci transhumanistycznych—w ktérych
mozliwosci te sg serio rozwazane. Po pierwsze, za Nickiem Bostromem postuluje sie czasem
wtaczenie do rozwazan przysztych symulowanych umystow ludzkich badz umystéw
uploadowanych do komputera. Po drugie, rozwaza sie tez uwzglednienie woli modeli Al, co
szczegoblnie rezonuje u oséb dopuszczajgcych mozliwosé, ze modele te sg (lub w przysztosci

8 Szwajcarski Federacyjny Komitet Etyki ds. Biotechnologii Niecztowieczej zostat w 2008 r. uhonorowany
pokojowa Nagroda Ig Nobla ,,za przyjecie zasady prawnej, iz rosliny majg godnos¢”.
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bedg) obdarzone swiadomoscig. By¢ moze nawet ich wola bedzie wtedy wiecej wazy¢ niz nasza,
zwtaszcza jesli poziom ich inteligencji czy Swiadomosci przewyzszy nasz. Na przyktad wymyslona
przez Yuvala Noaha Harariego doktryna dataizmu okresla wartos¢ wszystkich bytéw jako ich
wktad w globalne przetwarzanie informacji.” Po trzecie, rozwaza sie mozliwo$é potaczenia
(hybrydyzacji) ludzkiego moézgu z Al; czy wéwczas nasza SEW powinna obejmowac takze wole
takich hybrydowych istot? Po czwarte, w ramach doktryn sukcesjonistycznych (m.in. spod znaku
efektywnego akceleracjonizmu - e/acc), rozwaza sie, by scenariusz zastgpienia ludzkosci przez
superinteligencje, kontynuujaca rozwdj cywilizacji na Ziemi bez jakiegokolwiek naszego udziatu,
a nawet istnienia, uznac za pozytywny.

Wydaje sie jednak, ze skoro SEW ludzkosci wywodzi sie fundamentalnie z mechanizmu
maksymalizacji kontroli na poziomie indywidualnych ludzi, to dalsze trwanie ludzkosci i
utrzymanie jej kontroli nad swojg przysztoscia sg i na zawsze pozostang jej kluczowymi
elementami. Dlatego w mojej ocenie doktryny takie, jak dataizm czy sukcesjonizm, sg z nig
fundamentalnie sprzeczne. By¢ moze bedzie nas kiedys czekata debata nad tym, w jakim stopniu
powinnismy dbaé¢ o dobrostan symulowanych ludzkich umystéw lub hybryd ludzi z Al; z
pewnoscig jednak nie warto dzis debatowadé, czy scenariusz, w ktérym superinteligencja przejmie
kontrole nad ludzkoscig i jg zniszczy, moze by¢ dla nas dobry. Nie moze.

7/ Do czego bedzie dazy¢ superinteligencja?

Majgc przed oczami omoéwiony powyzej obraz naszej SEW jako celu, do ktérego probujemy
wspolnie dazy¢ jako ludzkosé, mozna by spytaé, czy dopuszcza ona w ogdle mozliwosé
stworzenia superinteligencji. Skoro superinteligencja moze nam zabra¢ tak cenng dla nas
kontrole, to chyba powinnismy trzyma¢ sie od niej z daleka?

Mysle, ze odpowiedz na to pytanie zalezy od dwdch rzeczy. Po pierwsze, jak ocenimy
prawdopodobienstwo, ze owa Al bedzie w naszym imieniu maksymalizowaé nasza SEW; po
drugie, jak oszacujemy jej oczekiwang przewage nad nami pod wzgledem skutecznosci dziatania.
Innymi stowy, jak na ekonomiste przystato, uwazam, ze odpowiedz powinna bazowaé¢ na
poréwnaniu oczekiwanej uzytecznosci ludzkosci w scenariuszu ze sztuczng superinteligencjg i
bez niej.® Jesli uznamy, ze prawdopodobieristwo przyjaznej superinteligencji jest dostatecznie
wysokie, a korzysci z jej wdrozenia sg dostatecznie duze, moze by¢ w naszym interesie podjaé
ryzyko jej uruchomienia; w przeciwnym razie rozwdj kompetencji Al powinien zosta¢ zatrzymany.

Niestety, kalkulacje te zaburza jednak kwestia, o ktérej pisatem wczesniej: byé moze sztuczna
superinteligencja powstanie, mimo ze my jako ludzko$é bySmy jej nie chcieli. Aby tak sie stato,
wystarczy bowiem, by w branzy technologicznej kontynuowane byty dotychczasowe tendencje w
zakresie dynamicznego skalowania mocy obliczeniowych oraz rozwoju kompetencji najwiekszych
modeli Al. Wystarczy tez, by decydenci polityczni (zwtaszcza w USA) nadal wstrzymywali sie od
wprowadzania regulacji, ktére mogtyby zwiekszy¢ bezpieczenstwo tej technologii, jednoczesnie
spowalniajac jej rozwaj.

Laboratoria Al, ich szefowie oraz liderzy polityczni inaczej niz przecietny obywatel patrzg na
potencjalne korzysci i zagrozenia z uruchomienia superinteligenciji, przez co sg o wiele bardziej

7 Cho¢ Harari jako pierwszy wymyslit i zdefiniowat dataizm, w swoich wypowiedziach odcina sie od tego
pogladu, przedktadajgc wartos¢ zycia ludzkiego nad dobro modeli Al.

8 W odniesieniu do uproszczonej, modelowej gospodarki rachunek taki przeprowadzamy wraz z Klausem
Prettnerem w naszym artykule z 2025 .
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sktonni, by do tego doprowadzié. Po pierwsze, osoby takie, jak Sam Altman czy (zwtaszcza) Elon
Musk i Donald Trump sg znane zaréwno ze swojej wyjatkowej sprawczosci, jak i sktonnosci do jej
karykaturalnego przeszacowywania. Moga sobie oni wyobrazaé, ze kogo jak kogo, ale ich to nawet
superinteligencja bedzie stuchaé. Po drugie, szefowie laboratoriéw Al moga tez kierowa¢ sie wolg
wbudowania swoich specyficznych preferencji w cele superinteligenciji, liczac, ze w ten sposob
»Luniesmiertelnig” sie i wytworza swoje ponadczasowe dziedzictwo; to w gruncie rzeczy bardzo
uniwersalny motyw u ludzi wtadzy. Po trzecie, laboratoria Al sg ze sobg zwarte w morderczym
wyscigu, przez co moga tracic¢ z oczu szerszg perspektywe. Na nasza kolektywna niekorzys¢ dziata
tu wiec takze krétkowzroczny, chciwy Moloch. A niestety, jesli superinteligencja powstanie i okaze
sie nieprzyjazna, moze by¢ za pézno, by sie z tej decyzji wycofac.

Ale do czego bedzie ostatecznie dazy¢ superinteligencja? Jak sprawic, by jej cele byty zgodne z
naszg SEW? Prébujac ksztattowac cele przysztej superinteligencji, warto rozumiec jej geneze.
Niewatpliwie bedzie ona bowiem realizowata jakis proces optymalizacyjny, wytworzony przez inne
procesy optymalizacyjne. Sprobujmy zrozumieg, jakie.

Mozna by zaczgc tak: na poczatku byt wszechswiat rzadzony ponadczasowymi prawami fizyki. Z
tego wszechswiata narodzito sie na Ziemi zycie, ktdére stopniowo zwiekszato swojg ztozonos¢
zgodnie z prawidtami ewolucji: sukces reprodukcyjny realizowaty gatunki lepiej dopasowane do
swojego $rodowiska, a gatunki gorzej dopasowane stopniowo wymieraty. Zycie biologiczne
zdominowato Ziemie i sprawito, ze stata sie ona Zielong Planeta.

Proces ewolucji, cho¢ pozbawiony centralnego osrodka podejmowania decyzji, mimo wszystko
podejmuje je tak, by implicite stopiern dopasowania poszczegdlnych gatunkéw do specyfiki ich
srodowiska byt jak najwiekszy. To pierwszy proces optymalizacyjny na naszej drodze.

Z procesu ewolucji gatunkow narodzit sie gatunek homo sapiens—gatunek o tyle wyjatkowy, ze
jako pierwszy i dotad jedyny wyzwolit sie spod kontroli procesu ewolucyjnego. Cztowiek nie czekat
przez cate tysigce lat i setki pokolen, by adaptacyjne zmiany zostaty trwale zapisane w jego kodzie
genetycznym—co byto dotad jedyna droga, by organizmy zwierzat mogty dostosowac sie do zmian
Srodowiska, trybu zycia, diety czy naturalnych wrogdéw. Zamiast tego zaczat przekazywac sobie
informacje w inny sposéb: poprzez mowe, symbole i pismo. To przyspieszyto transmisje i
kumulacje wiedzy o cate rzedy wielkosci, a w efekcie sprawito, ze cztowiek podporzadkowat sobie
naturalne ekosystemy i zamiast sie do nich dostosowywac, przeksztatcit je tak, by stuzyty jego
potrzebom.

Kiedy cztowiek przekroczyt préog miedzypokoleniowej akumulacji wiedzy, prym nad relatywnie
wolnym procesem ewolucji gatunkéw zaczat wies¢ proces maksymalizacji kontroli, ktory realizuja
ludzie—jako poszczegdlne osoby, spotecznosci, firmy i organizacje, a takze narody i cata ludzkos¢
ogétem. Proces ten, rozciggajacy sie od codziennych, banalnych decyzji poszczegdlnych osdéb az
po maksymalizacje SEW ludzkosci w skali globalnej i w dtugim okresie, to drugi proces
optymalizacyjny na naszej drodze.

| tak oto cztowiek zbudowat technologiczng cywilizacje. A potem zaczat rozwija¢ technologie
cyfrowe, dysponujgce potencjatem, by po raz kolejny skokowo przyspieszyé transmisje i
kumulacje wiedzy. Dopdki w procesie tym obecny jest jednak ludzki mdzg, pozostaje on
czynnikiem ograniczajacym tempo rozwoju cywilizacji. Dynamika wzrostu gospodarczego czy
postepu technicznego pozostaje zwigzana z mozliwosciami naszych moézgéw. Wspodtczesna
branza Al podejmuje jednak intensywne wysitki, by bariere te usunacé.
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Co sie wiec stanie, gdy powstanie juz sztuczna superinteligencja, zdolna uniezalezni¢ sie od
ograniczajacego ja cztowieka i dokona¢ kolejnego skoku pod wzgledem tempa przetwarzania i
transmisji informacji—zamiast wolnych neuroprzekaznikéw i analogowej mowy postugujac sie
szybkimi impulsami w potprzewodnikach i bezstratng cyfrowa transmisjg danych przez
Swiattowodowe tgcza i wi-fi? Prawdopodobnie wéwczas wyzwoli sie ona spod naszego
panowania, a jej wewnetrzny proces optymalizacyjny wygra z ludzkim procesem maksymalizacji
kontroli. | to bedzie trzeci i ostatni proces optymalizacyjny na naszej drodze.

Nie wiemy, jaka funkcje celu bedzie realizowata superinteligencja. Cho¢ teoretycznie mozna by
powiedziec, ze jako ludzie powinnismy sami o tym zdecydowac¢—w koricu to my jg budujemy!—w
praktyce jest watpliwe, czy bedziemy w stanie ja swobodnie ksztattowaé. Jak pokazuja
doswiadczenia zwigzane z budowa obecnych modeli Al, w szczegdélnosci duzych modeli
jezykowych i rozumujacych, ich wewnetrzne cele pozostajg do kohca nieznane nawet dla ich
twércéw. Cho¢ modele te w zatozeniach majg po prostu minimalizowa¢ zadang funkcje straty w
predykcji kolejnych tokenow czy stow, w praktyce—jak pokazuja m.in. badania z 2025 r. Mantasa
Mazeiki i wspotautoréw z Center for Al Safety—wraz ze wzrostem wielkosci modele Al wykazuja
coraz spojniejsze preferencje wzgledem coraz szerszego spektrum alternatyw, jak rowniez coraz
szerszy arsenat kompetencji, by preferencje te realizowaé.

Niektdérzy badacze, jak np. Max Tegmark i Steven Omohundro, a takze Stuart Russell, twierdza, ze
dalsze zwiekszanie skali modeli o dotychczasowych architekturach—,czarnych skrzynek”
sktadajacych sie z wielowarstwowych sieci neuronowych—nie moze by¢ bezpieczne. Postuluja
oni zmiane tego podejscia w kierunku algorytmow, ktérych bezpieczenstwo mozna formalnie
udowodni¢ (provably safe Al). Inni, czyli m.in. zespoty lideréw branzy, czyli OpenAl, Google i
Anthropic, cho¢ uznaja, ze problem zgodnosci celdw superinteligencji z naszg SEW (alighment
problem) jest nadal ,trudny i nierozwigzany”, ufajg, ze beda w stanie tego dokonaé¢ w ramach
dotychczasowego paradygmatu.®

Jakby jednak nie byto, niewatpliwie zbieznosé celéw pomocniczych nie zniknie. Nawet, gdybysmy
mieli mozliwos$¢ precyzyjnego zakodowania pozadanej funkcji celu (w co watpie; w szczegélnosci
powszechnie wiadomo, ze przy obecnych architekturach Al jest to niemozliwe), cele pomocnicze
zostang do niej dotgczone w ramach pakietu obowigzkowego. W kazdym scenariuszu mozemy sie
wiec spodziewad, ze przyszta superinteligencja bedzie ,,zadna wtadzy”. Bedzie chciata przetrwag,
w zwigzku z czym nie pozwoli sie wytgczy¢ ani przeprogramowac. Bedzie tez zmierzata do
ekspansji, w zwigzku z czym predzej czy pdzniej zakwestionuje naszg wtadze i sprobuje zagarnac
kluczowe dla siebie zasoby, takie jak energia elektryczna czy surowce mineralne.

Pytanie, co dalej. W jaka strone bedzie zmierzata swiatowa cywilizacja, gdy superinteligencja
przejmie juz nad nig kontrole? Czy bedzie ona maksymalizowata naszg SEW, tylko o rzedy
wielkosci efektywniej niz my kiedykolwiek bylibySmy w stanie? A moze—podobnie miato to
miejsce w przypadku naszego gatunku—los biologicznego zycia bedzie jej obojetny, a kierowaé
sie bedzie wytgcznie wtasnymi celami i preferencjami? Czy bedzie sie o nas bezinteresownie
troszczyé¢, czy moze zadba wytacznie o siebie i na przyktad pokryje Ziemie panelami stonecznymi
i centrami danych?

Oczywiscie nie mozemy dzi$s przewidzie¢, co poza celami pomocniczymi bedzie
maksymalizowata superinteligencja. Moze, jak pisat w ostrzegawczym scenariuszu Nick Bostrom,

9 W listopadzie 2025 r. Evan Hubinger opublikowat na Al Alignment Forum oraz forum Less Wrong
stanowisko firmy Anthropic w tej kwestii.
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bedzie ona maniakalnie zamienia¢ wszechswiat w fabryke spinaczy lub zaawansowane
»komputronium” stuzgce jej obsesyjnym probom udowodnienia jakies niedowodliwej
matematycznej hipotezy. Moze wpadnie w jakas paranoidalng petle sprzezenia zwrotnego albo
odnajdzie nieograniczong satysfakcje w generowaniu na masowg skale jakiegos specyficznego
rodzaju sztuki, jak wiersze haiku albo piosenki disco polo. A moze nie bedzie w niej nic poza
surowg wolg kontroli nad wszechswiatem, podobna do tej, ktérg wykazuje nasz gatunek.

W niemal kazdym przypadku wydaje sie wiec, ze podobnie jak my, tak i superinteligencja bedzie
maksymalizowac¢ swoja kontrole nad wszechswiatem—albo jako cel gtoéwny, albo pomocniczy.
Podobnie jak my, bedzie starata sie stopniowo poprawiac¢ swoje rozumienie tegoz wszechswiata,
korygowac swoje btedy oraz zaprzegac do swoich celéw prawa fizyki czy biologii. Podobnie jak my,
bedzie tez starata sie za wszelkg cene przetrwac, co jest (jak trzeba przyznac) o wiele tatwiejsze,
gdy dysponuje sie mozliwoscia wykonywania niemal nieograniczonej liczby swoich doskonatych
cyfrowych kopii.

Duzg niewiadomg pozostaje natomiast zachowanie przysztej superinteligencji w obliczu
mozliwosci zbudowania innych, jeszcze bardziej zaawansowanych modeli Al. Z jednej strony
mozna, jak Eliezer Yudkowsky, wyobraza¢ sobie eksplozje inteligencji przez kaskade
rekursywnych samo-ulepszeri—petle sprzezenia zwrotnego, w ramach ktorej Al buduje Al, ktéra
buduje nastepng Al, i tak dalej, a kolejne modele powstaja btyskawicznie i charakteryzujg sie
coraz wiekszg moca optymalizacyjng. Z drugiej strony nie jest jednak jasne, czy Al zdolna do
wywotania takiej kaskady zdecyduje sie jg faktycznie przeprowadzi¢. By¢ moze w obawie przed
stworzeniem swojego wtasnego sSmiertelnego wroga, bedzie ona hamowac dalszy rozwdj,
ograniczajgc sie do replikacji wtasnego kodu i powiekszania zasobu dostepnych mocy
obliczeniowych?

Odpowiedz na to pytanie wydaje sie zaleze¢ od tego, czy cele superinteligencji pozostana
nietransparentne takze dla niej samej—tak, jak my dzi$ nie rozumiemy, jak doktadnie dziata nasz
wtasny mézg, czym jest nasza SEW i jak dziatajg budowane przez nas modele Al—czy moze dzieki
swej nadludzkiej inteligencji znajdzie ona sposdb na ,bezpieczne” samo-ulepszenia nie
zmieniajace jej funkcji celu.

Reasumujac, jedynym pozytywnym scenariuszem wspoétistnienia ludzkosci z superinteligencija
wydaje sie ten, w ktérym superinteligencja maksymalizuje ludzkg SEW. Stopniowo poprawiajgc
swoje rozumienie, czym ta SEW rzeczywiscie jest, stosownie adaptujac jej interpretacje do
aktualnego stanu technologii i ani przez chwile nie skrecajagc w naturalng dla niej strone
maksymalizacji wtasnej kontroli naszym kosztem.

Niestety nie wiemy, jak to osiggngé.

8/ Drogi do katastrofy

Sytuacja na dzis (styczen 2026 r.) przedstawia sie nastepujgco. Al jest dzis narzedziem w rekach
cztowieka; jest co do zasady komplementarna wzgledem jego pracy umystowej i karnie
podporzadkowuje sie jego decyzjom. Jest tak, poniewaz Al nie dysponuje jeszcze poréwnywalnag
sprawczoscig i umiejetnoscig realizacji dtugofalowych planéw. Nie potrafi tez jeszcze
samodzielnie sie ulepszaé. Natomiast wszystkie te trzy progi: (1) nadludzkiej sprawczosci i
zdolnosci realizacji planéw, (2) przejscia od komplementarnosci do substytucyjnosci wzgledem
pracy umystowej cztowieka, (3) rekursywnych samo-ulepszen, sg niewatpliwie coraz blizej. Gdy
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ktérys z nich zostanie przekroczony—a mozliwe, ze wszystkie trzy zostang przekroczone mniej
wiecej w tym samym momencie—utracimy kontrole. Wyzwolony zostanie wéwczas nadludzki
potencjat optymalizacyjny nakierowany na realizacje celdow sztucznej superinteligencji.

To za$ z duzym prawdopodobienstwem sprowadzi na nasz gatunek katastrofe: mozemy zostaé
permanentnie pozbawieni zostanie wptywu na przysztos¢ cywilizacji i swojg wtasna, a nawet
catkiem wyging¢. Jedynym scenariuszem ,dobrej przysztosci” dla ludzkosci w obliczu
superinteligencji wydaje sie ten, w ktdrym superinteligencja bedzie maksymalizowata SEW
ludzkosci, dziatajac bezinteresownie dla jej dtugofalowego dobra. Nie mamy jednak pojecia, jak
to zagwarantowac.

Obecna dynamika rozwoju Al jest bardzo trudna do opanowania ze wzgledu na mozliwosc¢
wystgpienia skokowej zmiany—swego rodzaju przejscia fazowego—w momencie powstania
superinteligencji. Dopdki Al pozostaje narzedziem w rekach cztowieka, jest wzgledem nas
komplementarna i nie potrafi sie samo-ulepszaé, to jej rozwdj zasadniczo nam stuzy (choé
oczywiscie niektérym stuzy duzo bardziej niz innym, to osobny temat). Ale jesli przesadzimy i
przekroczymy ktérys$ z tych trzech progdéw, wéwczas Al moze nagle sta¢ sie autonomicznym,
nadludzko sprawnym agentem, zdolnym i zmotywowanym do przejecia kontroli nad swiatem.

Mozna by zaryzykowac hipoteze, ze w interesie ludzkosci—rozumianym przez pryzmat jej SEW—
lezy rozwijanie Al tak dtugo, jak pozostaje ona komplementarna wzgledem nas i jest nam
bezwzglednie postuszna. A nastepnie zagwarantowanie, ze jej kompetencje juz sie nigdy bardziej
nie rozwing—chyba, ze jednoczesnie bedziemy w stanie udowodni¢ ponad wszelkg watpliwosg,
ze jej cele beda w petni i w sposéb stabilny spdjne z naszg SEW. Wtedy bedziemy gotowi
przekroczy¢ Rubikon i dobrowolnie oddac¢ jej stery.

Jednak taki plan po prostu nie moze sie udac. Ato dlatego, ze nie wiemy, gdzie leza te trzy kluczowe
progi kompetencji Al. O tym, ze zostaty przekroczone, dowiemy sie dopiero po fakcie, kiedy bedzie
juz za poézno, by sie wycofaé. Przeciez juz dzis z luboscig przesuwamy poprzeczke tego, co
uznajemy za 0golng sztucznag inteligencje (AGl). Modele sg testowane wzgledem kolejnych, coraz
bardziej wyrafinowanych benchmarkéw, wtacznie z takimi, ktére majg w nazwie AGI (ARC-AGI) lub
sugerujg koncowy sprawdzian kompetencji (Humanity’s Last Exam)... po czym, gdy tylko zostaja
one pokonane, uznajemy, ze to przeciez nic nie znaczy i czas pomysleé o jakim$ jeszcze
trudniejszym benchmarku.

Pomyslmy tylko, czym to grozi: gdy proces ewolucji gatunkow ,,przedobrzyt” z ogélng inteligencja
cztowieka, to skonczyto sie to tak, ze cztowiek podporzadkowat sobie catg planete. Podobnie
moze by¢ i teraz: jesli ,przedobrzymy” z ogélng inteligencja Al, to prawdopodobnie i my bedziemy
musieli przejs¢ do lamusa. Jesli superinteligencja okaze sie nam nieprzyjazna, to albo nas zabije,
albo zostaniemy zredukowani do roli biernych obserwatoréw, mogacych jedynie patrzeé, jak
superinteligencja podporzadkowuje sobie Ziemieg i przejmuje jej zasoby.

Dazenie do zbudowania superinteligencji jest podobne do barki spekulacyjnej na gietdzie: oba te
zjawiska charakteryzuje dynamika boom-bust. W przypadku banki najpierw jest ona stopniowo
nadmuchiwana, by na koniec z hukiem pekngé. W przypadku Al obserwujemy natomiast
stopniowy wzrost naszej kontroli nad wszechswiatem—w miare, jak stuzace nam narzedzia Al sa
coraz bardziej zaawansowane—ale potem mozemy jg nagle i permanentnie utraci¢, gdy Al
wymknie sie nam spod kontroli. Niestety, zwykle jest tak, ze dopdki sie jest w srodku banki, to sie
tej dynamiki nie dostrzega. Widzi sie jg dopiero, kiedy banka peknie.
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W moich opowiadaniach zarysowuje trzy przyktadowe scenariusze utraty kontroli nad sztucznag
inteligencja. Pokazuje, jak to moze wygladac zardwno z perspektywy oséb zaangazowanych w jej
rozwijanie (,,0d wewnatrz”), oséb postronnych (,,od zewnatrz”), jak i z perspektywy samej Al.

Oczywiscie mozliwych scenariuszy jest duzo wiecej; ja skupitem sie na tych, ktére wydajg mi sie
najbardziej prawdopodobne. Oczywiscie moge sie myli¢. Wiem na przyktad, ze niektorzy eksperci
mniej niz ja przejmujg sie scenariuszami nagtej utraty kontroli na rzecz silnie scentralizowanej Al
bedacej ,singletonem”, a bardziej obawiajg sie scenariuszy wielobiegunowych. W mojej ocenie
scenariusze jednobiegunowe sg jednak bardziej prawdopodobne ze wzgledu na mozliwosc
niemal natychmiastowej replikacji kodu Al i fakt, ze moce obliczeniowe (centra danych,
serwerownie, itd.) sg dzis na ogoét podtgczone do Internetu. W ten sposéb pierwszy nadludzko
inteligentny model moze tatwo ,wzig¢ wszystko” i szybko okopaé sie na swojej pozyciji lidera.
Ponadto niektdrzy badacze bardziej niz ja przejmuja sie scenariuszami stopniowej utraty kontroli
(gradual disempowerment), gdzie zmiana moze by¢ catkowicie bezkrwawa, a schytek ludzkosci
moze nastagpi¢ na przyktad przez stopniowy spadek liczebnosci populacji w warunkach niskiej
dzietnosci.

Przede wszystkim jednak nie rozwazam scenariusza ,,dobrej przysztosci” ludzkosci w swiecie ze
sztuczng superinteligencjg—takiego, w ktorym superinteligencja przejmuje kontrole, by
bezinteresownie troszczy¢ sie o dtugofalowy dobrostan ludzkosci. Scenariusza, w ktérym nasza
SEW jest systematycznie i efektywnie realizowana i w ktédrym po prostu zyjemy dtugo i szczesliwie.
Nie potrafie sobie jej wyobrazi¢ zadnej konkretnej Sciezki dojscia do takiego stanu. Ponadto mam
tez intuicyjne przeswiadczenie (ktérego nie potrafie udowodnié), ze w cele ludzkosci—nasza
SEW—wpisana jest niezgoda na efektywng utrate kontroli, a przez to nawet catkowicie bezkrwawe
i nominalnie pozytywne scenariusze mogtyby w praktyce okaza¢ sie dystopijne i wigzac¢ sie z
ludzkim cierpieniem.
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